Chapter 2 Solutions

Solutions to Section 2.1

2.1

2.2

2.3

(a)
Die Result Coin(s) Result Number of Outcomes
1 {(H),(T)} 2
2 {(H,H),...,(T,T)} 4
3 {(H,H,H),...,(T,T,7)} 8
4 { (H,HH H),. (T, T, T,T) } 16
5 { (H,H,H, H, H),... (T, T,T,T,T) } 32
6 { (H{,H,H,HHH),..., (T,T,T7T1TT) } 64
There are a total of 126 outcomes.
(b) _
Die Result | Number of Heads | Number of Outcomes
1 {(0),(1)} 2
2 {(0),(1),(2)} 3
3 1 {00),(1),. - -+(3)} 4
4 {(0),(1),-..,(4) } 5
5 {(0),(1).-,(8) } 6
6 {(0),(1),.--,(6) } 7
There are a total of 27 outcomes.
(a) TNNE.
(b) (T UR)°.

(¢c) (TURUN)-.
Result 1: Since A and A° are mutually exclusive,
P(A)+ P(A)=P(AUA)=P(S) =1

and
P(A°) =1— P(A).

Result 3:
P(A)=P((ANB)U(ANB®%)=P(ANB)+ P(AN B°).

since AN B and A N B¢ are mutually exclusive.
Result 2: (Uses Result 3)

P(AUB)=P((ANB)U(ANB°) U (A4A°N B)).
Since all of these are mutually exclusive,

P(AUB) = P(ANB)+P((ANB°U(A°NB))
= P(ANB)+P(ANB°% + P(A°NB)
= P(ANB)+{P(4A) - P(ANB)]+[P(B) - P(ANB)]
= P(A)+P(B)-P(ANB).
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2.4

2.5

2.6

2.7

2.8

2.9

Result 4:
P(ANB®) = P(A) — P(ANB) = P(A) — P(B).
Since
P(ANB®) = P(A) - P(B) >0,

P(A) > P(B).
P(ANB) = 1-P((ANB)°)
= 1-P(A°UB°)
=2 1-[P(A°) + P(BY)]
> 1—[1-P(4) +1- P(B)]
> P(4)+P(B)—-1.

(a) (%) = 1326.
(b) (3) =6.
() () + () = 198.
Out of the 54 numbers, 6 of them will be chosen for the lottery and 48 will not. So for the
grand prize, the probability of winning is

O®) _ 1

(5:) 25,827,165

For the second prize, the probability of winning is

B _ 288
Gh 25,827,165

For the third prize, the probability of winning is

G 16,92

(G4 25,827,165

The total number of moves is m +n. On each move, the path can either go right or up.
So the number of paths between (0,0) and (m,n) is the same as the number of ways to fill

m + n moves with m rights (and the rest ups), or (™1").

First split the n objects into two groups, one with n; and the other with ny. Then we can
get r total objects by adding up the combinations selecting ¢ from group 1 and r — ¢ from

group 2, so that
n _ Z nl n9
r _ ~\i)\r—1)

If r <nj then we can only select up to n; objects from the first group and the upper limit
of the sum is n;. Otherwise, it is r, which yields min(ni,r). Similarly, if » > ny then we -
can only select up to ng objects from the second group, so r — i < ny and the lower limit
is 7 — ng. Otherwise, we can select r objects yielding a lower limit on ¢ of 0. So the final

result is
min(ni,r)
r i=max(0,r—nz) ¢ Tt
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n—1 n—1\ (n—=1)! (n—1)!
(r—1)+< r ) S Dm0 T Hmn)
n! r o on-—r
- rli(n —r)! (;;+ n >

_ (n)

n Coefficients
0 -1
1 1 1
2 1 2 1
3 1 3 3 1
4 1 4 6 4 1
511 5 10 10 5 1
2.10 (a) (}) =21
(b) (5)(2)*(=3)° = —20,412.
(¢) 3y = 210.
2.11 (a)
(3) _ 220
5 = 5ot
(b)
(7)) _ 32
Gh 5984
(c)
(3)3{1312) N (‘51@ N (2201‘5114) _ 44
(3) () (5) 5984
(d)
QC) B A LB ) 504
e I I I I c a3
2.12 (a)
-z% X % = 0.144.
(b)

25 5 5 4
BBX2—9+%X5—0167
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% X % X % = 0.002
2.13 (a)
P(TNN®) = P(T) — P(TNN) = 0.77 — 0.45 = 0.32.
(b)
P((TUR)®) =1—P(TUR) =1-P(T)—P(R)+P(TNR) =1—.77— .47+ .29 = 0.05.
(0)

P((TURUN)) 1-P(N)-=P(TUR)+P(NN(TUR))
1-0.63—-0.95+P(NNT)U(NNR))
—0.58+P(NNT)+P(NNR)—P(NNTNR)

—0.58 4+ 0.45 4+ 0.21 — 0.06 = 0.02.

2.14 If we order the 12 kids by team, then there are 12! ways to assign the performance ranks.
However, within each team, order is irrelevant, so we need to divide out the 3! ways of
ordering the three kids per team. So the final number of ways of ranking the teams is

12!

2.15 For all four suits to be represented, one suit must have 2 cards and the other suits must

have 1 card each. There are (}) ways to choose the suit with 2 cards, and there are &3]

ways to select the 2 cards from that suit. For the remaining suits, there are (113) ways to
select the 1 card from that suit. So the final probability is

GHEE) () 685,464

(%) 25,827,165
Solutions to Section 2.2
2.16
e
P(B|C) = 5%9(2_)02 = -g—% =0.5.
P9 = T S EAZFERB) 08B s
P(BYANC) = P(?(licQ)C) ='p(Aﬂ C’I)D(—AI;(g)OBﬂ c _ 0'2030.1 ~ 05,

z

2.17 (a) For A and B to be mutually exclusive, P(ANB) = 0 or P(AUB) = P(A)+ P(B). Then
. 0.8=0.4+p,

which means that p = 0.4.
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(b) For A and B to be independent, P(AN B) = P(A)P(B). Then
P(ANB) =P(A)+ P(B)— P(AUB) =04 +p— 0.8 = P(A)P(B) = 0.4p,

which means that p = 2/3.

2.18 (a) p _P(NNR) 021 _
(N|R) = P(R) ~ 047 0.447.
(b)
) — P(ﬁz,p)T)? P(T) ;ZS)RQT) _ 0.77();7().29 0603,
(¢)
preiN g = PFEONNR) _ PNAR) -PINNRNT) _021-006 _ ..

P(NNR) P(NNR) 021

2.19 (a) Let E; and F; denote whether the first return has an error or is flagged, respectively.
Then

P(ELN Fy) = P(FL|Ey)P(Ey) = 0.9 x % —0.15.

(b)

P(F,) = P(F\|E1)P(E,) + P(Fy|ES)P(E) = 0.15 + 0.02 x % = 0.167.

(c) Let Ep and F> denote whether the second return has an error or is flagged, respectively.
Then

' 4 5 ) 25
P(Eg) = P(EQlEl)P(El) +P(E2[Ef)P(Ef) = E X % + % X % = 0.167

and
P(F,NEy) = P(FQIEQ)P(EQ) =0.9 x 0.167 = 0.15.

2.20 Let A; and P; denote the events that an ace or a face card is drawn on the ith draw,
respectively. Then

P( ace before face card) = P(A;) + P((A1UP)°)P(A42) +...
_ _4_+(§E)i+(:°’ﬁ>2_4_+
~ 52 \52/52  \52) 52
)
52 = \ 52
4 1
= — | ——= ] =0.25
52 (1-%) 025

2.21
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(a) Let F and M denote the genetic contributions from the father and mother respectively.
Then the probabilities that a father contributes A or a are, respectively,

P(F = A) = P(F = A|AA)P(AA) + P(F = A|Aa)P(Aa) = py + qo/2.

and
P(F = a) = P(F = alaa)P(aa) + P(F = a|Aa)P(Aa) =19 + qo/2.

Then the probability that the first generation is AAis
p1=P(F=AM=A)=P(F=A)PM=A)=[P(F =A) = (po + q/2)"
Similarly, the probability that the first generation is Aa is

@ = PF=AM=a)+P(F=a,M=A)
= P(F=A)P(M=a)+P(F=a)P(M = A)
= 2P(F = A)P(F = a) = 2(po + 90/2)(r0 + ¢0/2).

Finally, the probability that the first generation is aa is
ri=P(F =a,M =a)=P(F =a)P(M =a) = [P(F = o) = (ro + q0/2)2.
(b) Similar to (a),
pa=(p1+a1/2)% g2 =2(p1 + q1/2)(r1 + q1/2), and 72 = (r1 + q1/2)%.

Then

P2 [(Po +q0/2)* + 2(po + q0/2) (70 + 90/2)/2]

= [(po+90/2)(po + q0/2 + 0 + q0/2)]?
= (po+q0/2)* (1)%,

2 = 2|[(po+a0/2) + 2(po + 90/2)(r0 + 90/2) /2]

x [(r0 + 40/2) + 2(p0 + a0/2)(r0 + 00/2)/2]

= 2(po+ g0/2) (ro +q0/2),

o= [(ro+0/2)% + 200 + a0/2(ro + 90/2)/2]”
= [(ro+q0/2)(ro + q0/2 + po + 90/2)]
= (ro+q/2)* (1)

For the recursive proof, assume that this set of equations is true for n. Then

Pn+1 = (Pn + Qn/2)2
= [(Po +90/2)* + 2(po + q0/2) (ro + QO/Q)/Q] ’

= [(po + 0/2)(po + q0/2 + 70 + q0/2))?
= (po+q/2)?
Gnt1 = 2(pn +¢i/2)(rn + qn/2)
= 2{(po + 20/2) + 2(po + 0/2)(r0 + 20/2)/2]
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x [(r0 + 90/2) +2(p0 + a0/2) (7o + 00/2) /2]
2(po +q0/2) (ro + q0/2),
Tny1 = (mn+ Qn/2)2
= [(ro+a0/2)® + 2000 + a0/2)(ro + 0/2) /2]
[(ro + g0/2)(r0 + q0/2 + po + g0/2)]?
(7‘0 + QQ/2)

2.22 Place of residence and opinion on a tax increase are not independent, since

100 i . 400 400
P( Yes and City) = 1000 = 0.1 # P(Yes)P(City) = m 00 = =0.16.

2.23

P(AjUA2U...UA,) = 1-P((A1UA3U...UA,)°)
- 1—P(Acr1A° mA°)
P(AC)P(AQ) P(47)
1—(1—p)n.

Using p = 0.9, for n = 2 the reliability is 0.99, for n = 3, the reliability is 0.999, and for
n = 4, the reliability is 0.9999. As n gets larger, the reliability approaches 1.

2.24 (a) The event that there is current from A to C is
(R1N Ry) U (R3) U (Ry N Rs).
~ (b) The probability that there is current from A to C is

P(Current) = P((RyN Ry) U (Rs)U (RsN Rs))
= P(R;NRy)+ P(R3) + P(RyN Rs)
—P(R1 N Rz N R3) —P(RiNRyN Ry NRs) — P(R3sN Ry N Rs)
+P(R1 NRyNR3N Ry ﬂRs)
= (0.9)%+0.9+(0.9)2 - (0.9)% — (0.9)* — (0.9)% + (0.9)5
= 0.996.

2.25 (a) Let D be the event that an appliance is defective. Then
P(BND)=P(D|B)P(B) =0.08 x 0.37 = 0.0296.
(b) |
P(D)=P(AND)+P(BND) = P(D|A)P(A)+0.0296 = 0.04 x 0.63 + 0.0296 = 0.0548.
()

P(BND) _ 0.0296
P(D)  0.0548

P(B|D) = = 0.5401.

2.26
-7-
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(a) Let E be the event that a tax return contains an error, and let F be the event that a
tax return is flagged. Then

P(ENF) = P(F|E)P(E) = 0.85 x 0.15 = 0.1275.
(b)
P(F) = P(ENF)+ P(E°NF) = 0.1275+ P(F|E°)P(E°) = 0.1275+0.05 x 0.85 = 0.17.
(c)

P(E°NF°) _ P(F|E®)P(E°) _ 0.95 x 0.85

P(EAIF) = P(Fe) ~  1-P(F) = 1-017

= 0.973.

2.27 (a) Let D and ND refer to the events where a person has or doesn’t have the disease,
respectively. Then

P(+|D)P(D) B 0.99 x 0.1
(+|D)P(D) + P(+|ND)P(ND) = 0.99 x 0.1 +0.02 x 0.9

P(D+) =3 = 0.846.

P(—~|ND)P(ND) 0.98 x 0.9

P(ND|-) = P(_IND)P(ND) + P(—|D)P(D) ~ 098 x 09+ 0.0 x 01 ~ %

The diagnostic test appears pretty reliable, although it is less reliable in identifying true
positives than true negatives.

(c)

P(+|D)P(D) B 0.99 x 0.001
(+|D)P(D) + P(+|[ND)P(ND) _ 0.99 x 0.001 + 0.02 x 0.999

P(Dl+) = 5 = 0.047.

(d) For rare diseases, too many false positives would appear in the screening program, and
it would not be very effective in identifying people with the disease.

Solutions to Section 2.3

2.28 (a) For this to be a p.m.f,,
> f(x) =c(1/2) + c(1/4) +c(1/8) +¢(1/16) = 1,

or ¢ =16/15 = 1.067.
(b) The c.d.f. is
0o ifz<l
1.067/2 = 0.533 ifl<z<?2
F(z)=1{ 0.533+1.067/4=08 if2<z<3
0.8+1.067/8=0.933 if3<z<4
1 if z > 4.

2.29 (a)
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z f(zr) Fly),forz<y<z+1
0 6/36 6/36

1 10/36 16/36

2 8/36 24/36

3 6/36 30/36

4 4/36 34/36

5 2/36 1

P(0 <z <3)=F(3) — F(0) = 24/36.

P(1<z<3)=F(2) - F(0) = 18/36.

2.30 (a) For this to be a p.m.f,

e 1
) = —_ =1
;f() ZZ___:ln(n+1)
Since n
Z 1 _n
Znn+1) n+l
then

[eo]
3 = lim —— =1,
= n—oon +1

and f(z) is a p.m.f.

(b) From (a) the c.d.f. is
0 ifzx<l
F(m)‘{ A i<z <itl

2.31 For z between n and N, the random variable X = z when the largest chip is z and the
remaining n — 1 chips are smaller than z. Out of the z — 1 chips smaller than z, we want
to choose n — 1, so there are

z—-1
n—1

ways to do this. The total number of ways to choose n chips is

so the p.m.f. is

2.32 (a) For this to be a p.d.f,

/xf(x)=A10.5dx+A3(0.5+c(x—1))dm=1.

-9.
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Since
[1@ = solb+ 5ol + Sz - 120
z
= 1.5+-§—(4—-0)=1.5+2c=1,

then ¢ must be —0.25.
(b) Using the value of ¢ found above, the new p.d.f. for 1 <X <3is

f(z) =0.5—-0.25(z — 1) = 0.75 — 0.25z.
The c.d.f. for z between 0 and 1 is
F(z) = /Ox 0.5dz = 0.5z.
At z =1, F(1) = 0.5, so the c.d.f. for z between 1 and 3 is
F(z)=F(1)+ /1 z(0.75—0.25ac) dz = 0.5+ (0.75z —0.1252%)F = —.12522 +0.75z — .125.

Then the final c.d.f. is given by

0 ifz<0

Flz) = 0.5z fo<z<l1
—.12522 + .75z — 125 if1<z<3
1 ifz > 3.

2.33 (a) Continuous.

(b)
| P(1<X<3)=F(3)—F(1)=08—0.4 = 0.4

()
P(X>1)=1-F(1)=1-04=0.6.
2.34 (a) Discrete.
(b)
P1<X<2)=P(X=1)=08-04=04.

(c)
P(X>1)=1-F(0)=1-0.4=0.6.

Solutions to Section 2.4

2.35 (a) The p.df. is
ifz=1,2,...,N
otherwise .

1
sw={ 7
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(b) The mean is

1& , /N+1\?2
= z—vzf—(—z—)
=

_ NWN+D@RN+1) <N+ 1)2

6N 2
_ N+1[2N+1 N+1
T2 [ 3 2]
N+ 1)(N-1)
=

(c) For a single die, N = 6, so that E(X) = 7/2 = 3.5 and Var(X) = (7)(5)/12 = 2.917.

2.36 (a) The mean is
E(X)=) zf()=0x01+1x0.2+...+8x0.02 =257

z

The variance is

Var(X) = > 22f(z) - BE(X)?=02x01+12x02+...+8%x 0.02 — 2.57% = 3.545.

(b) The skewness is

E[(X —u)’] _ (0-257)° x0.1+...+ (8 —2.57)% x 0.02
ol - (3.545)3/2

The distribution is positively skewed.

B3 =

= 0.948.

2.37 (a)

N (:c—l)
EX) = > zf(z)=) z-=2

—1
z z=n (],—Y)

1 z(z —1)!
(ZT‘L’) ; (n =1z —n)!

n(nl(N —n)!) (N +1)!
N! (n+ 1IN —n)!
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